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Abstract
We present our work on end-to-end training of acoustic models
using the lattice-free maximum mutual information (LF-MMI)
objective function in the context of hidden Markov models.
By end-to-end training, we mean flat-start training of a single
DNN in one stage without using any previously trained models,
forced alignments, or building state-tying decision trees. We
use full biphones to enable context-dependent modeling with-
out trees, and show that our end-to-end LF-MMI approach can
achieve comparable results to regular LF-MMI on well-known
large vocabulary tasks. We also compare with other end-to-end
methods such as CTC in character-based and lexicon-free set-
tings and show 5 to 25 percent relative reduction in word er-
ror rates on different large vocabulary tasks while using signifi-
cantly smaller models.
Index Terms: Hidden Markov model, end-to-end, automatic
speech recognition, lattice-free MMI, flat-start

1. Introduction
In recent years, end-to-end approaches to automatic speech
recognition have received a lot of attention. These methods typ-
ically aim to train a neural-network-based acoustic model in one
stage without relying on alignments from an initial model (usu-
ally an HMM-GMM model) [1] [2] [3]. For simplicity, it is
desirable to avoid using a lexicon or language model in these
approaches; however using a language model significantly im-
proves the results [4] [2] [5] [6].

On the other hand, conventional DNN-based speech recog-
nition methods (i.e. CD-DNN-HMM) rely on alignments and
phonetic decision trees from an HMM-GMM system [7]. These
methods usually use a frame-level objective function – such as
cross-entropy – for training the DNN using the alignments.

Currently, three popular end-to-end approaches are Con-
nectionist Temporal Classification (CTC), RNN-Transducers
and attention-based methods [8]. CTC introduces a sequence-
level objective function to enable training a neural network on
sequences of speech signals without using prior alignments [9]
and RNN-Transducer is an extension of CTC with two sepa-
rate RNNs [10]. CTC was a pioneering approach in end-to-end
speech recognition and state-of-the-art results were achieved on
the challenging Fisher+Switchboard task [11] when it was used
with deep recurrent neural networks.

By contrast, attention-based models use a novel structure
based on an encoder network which maps the input sequence
into a fixed-sized vector and a decoder network which, using
an attention mechanism, generates the output sequence using
this vector as its input. These models have performed very well
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in a few tasks such as machine translation [12] but, unless the
training data is very large, they have not been as effective for
speech recognition tasks [6].

Currently the lattice-free MMI (i.e. LF-MMI) method [13]
achieves state-of-the-art results on many speech recognition
tasks [13, 14, 15, 16]. This method, like CTC, uses a sentence-
level posterior for training the neural network but unlike end-
to-end approaches, still loosely relies on alignments from an
HMM-GMM model. The objective function used in this method
is maximum mutual information (MMI) in the context of hidden
Markov models [17].

In the work presented here, we aim to train these powerful
models without running the common HMM-GMM training and
tree-building pipeline (i.e. in a flat-start manner). Two prior
studies [18, 19] performed GMM-free training, but used state-
tying decision trees (created using alignments from the DNN
model) for context dependent (CD) modeling. However, we do
not use state-tying trees, and we perform the entire training pro-
cess in one stage (i.e. without generating re-alignments, build-
ing trees, or performing prior estimation). Another difference is
that we use the LF-MMI objective function instead of maximum
likelihood (ML) for training the network. In our recently sub-
mitted journal paper [20], flat-start LF-MMI was investigated
in a phoneme-based setting. In this study, we explore character-
based training and lexicon-free decoding and show that the end-
to-end LF-MMI setup outperforms other end-to-end approaches
under similar conditions.

In the two following sections, regular LF-MMI and CTC
will be briefly described, and then in Section 4 we will describe
the end-to-end LF-MMI setup. The experimental setup and re-
sults will be presented in Section 5. Finally, the conclusions
appear in Section 6.

2. Regular LF-MMI
The hidden Markov model (HMM) is a generative model com-
monly used for speech recognition. It is usually used jointly
with a Gaussian mixture model (GMM), or a DNN to model
acoustic data. A common approach for learning the HMM
parameters is through maximum likelihood (ML) estimation
which has the following objective function:

FML =

U∑
u=1

log pλ(x
(u)|Mw(u))

=

U∑
u=1

log
∑

s∈M
w(u)

Tu−1∏
t=0

p(st+1|st)p(x(u)t |st) (1)

where λ is the set of all HMM parameters, U is the total number
of training utterances, and x(u) is the uth speech utterance with



transcription w(u) and with length Tu. The composite HMM
graph Mw(u) represents all the possible state sequences s per-
taining to the transcriptionw(u).

An alternative objective function is maximum mutual in-
formation (MMI). MMI is a discriminative objective function
which aims to maximize the probability of the reference tran-
scription, while minimizing the probability of all other tran-
scriptions:

FMMI =

U∑
u=1

log
pλ(x

(u)|Mw(u))

pλ(x(u))
(2)

The denominator can be approximated as:

pλ(x
(u)) =

∑
w

pλ(x
(u)|Mw) ≈ pλ(x(u)|Mden) (3)

where Mden is an HMM graph that includes all possible se-
quences of words. This is called the denominator graph, as op-
posed to Mw(u) which is called the numerator graph.

The denominator graph has traditionally been estimated us-
ing n-best lists and later using lattices [21][22]. That is because
a full denominator graph can make the computations slow. Us-
ing a full denominator graph has been investigated in [23] with
HMM-GMM models. More recently Povey et. al [13] used
MMI training with HMM-DNN models using a full denomi-
nator graph by adopting a few different techniques such as us-
ing a phone language model (LM) (instead of a word LM) for
the denominator graph and most importantly performing the de-
nominator computation on GPU hardware. The phone LM for
the denominator graph was a pruned n-gram LM trained using
the phone alignments of the training data. Also, the composite
HMM was not used as the numerator graph and instead a spe-
cial acyclic graph was used which could exploit the alignment
information from a previous HMM-GMM model. More specif-
ically, the numerator graph in the regular LF-MMI method is
an expanded version of the composite HMM, where the amount
of expansion of the self-loops for each utterance is determined
according to its alignment (i.e. it has no self-loops). The phone
model used with regular LF-MMI is a 2-state HMM as shown
in Figure 1c.

3. CTC
The CTC method uses a blank label – which can appear between
characters – to define an objective function which sums over
all possible alignments of the reference label sequence with the
input sequence of speech frames [9]:

FCTC =

U∑
u=1

log p(w(u)|x(u))

=

U∑
u=1

log
∑

π∈B−1(w(u))

Tu−1∏
t=0

p(πt|x(u)) (4)

where p(πt|x(u)) is the network output for label sequence π
at time t given utterance x(u), and B is a many-to-one map that
removes repetitive labels and then blanks from a label sequence.

3.1. Relation to HMM

The CTC objective function can be thought of as the HMM
likelihood over a composite HMM, where each label (e.g. a

character, in character-based CTC) has a special 2-state HMM
topology as shown in Figure 1a [24]. If we create the compos-
ite HMM by starting with a blank state (with a self-loop and a
forward null transition) and concatenate the label HMMs, while
inserting a single blank state between repetitive labels, we can
see that the set of all paths in this composite HMM is identical to
the set {π|π ∈ B−1(w(u))}. Therefore, comparing equations
1 and 4 we can see that CTC is a special case of HMM, when
the state priors, observation priors, and transition probabilities
are all uniform and fixed. Since CTC was the first successful
method used for end-to-end speech recognition, we will use its
HMM topology in our setup to compare with the other HMM
topologies shown in Figure 1.

4. End-to-end LF-MMI
In regular LF-MMI, the DNN outputs correspond to tied bi-
phone or triphone HMM states, where the tying is done accord-
ing to a context-dependency tree. This tree is in turn created
using alignments from an HMM-GMM system [25]. We re-
move this prerequisite by using monophones or full biphones
(cf. Section 4.1). Moreover, we use the composite HMM (with
self-loops) as the numerator graph instead of the special acyclic
graph used in regular LF-MMI.

As a result, unlike regular LF-MMI, there is no prior align-
ment information in the numerator graph and there is no re-
striction on the self-loops so there is much more freedom for
the neural network to learn the alignments. Since we do not
have alignments for the training data, we estimate the phone
language model for the denominator graph using the training
transcriptions (choosing a random pronunciation for words with
alternative pronunciations in the phoneme-based setting), after
inserting silence phones with probability 0.2 between the words
and with probability 0.8 at the beginning and end of the sen-
tences.

The derivatives for MMI are as follows:

∂FMMI

∂y
(u)
t (s)

= NUMγ
(u)
t (s)− DENγ

(u)
t (s) (5)

where y(u)t (s) is the network output for state s at time t given in-
put utterance u which we interpret as the logarithm of an HMM
state likelihood (i.e. log p(xt|s)) since state priors have no ef-
fect in MMI training [13]. NUMγ(u)

t (s) is the numerator HMM
occupation probability for state s at time t for utterance u, and
DENγ

(u)
t (s) is defined similarly for the denominator graph.

The HMM transition probabilities are fixed in our setup.
Training these shouldn’t make a difference as long as there is
no state-tying because their effect can be fully replicated by the
neural network output (i.e. the transition probabilities act like a
scale for the state likelihoods). In other words, the network will
ignore them.

4.1. Tree-free context-dependent modeling

Our initial experiments with monophone end-to-end LF-MMI
showed a remarkable gap between the results of end-to-end and
regular LF-MMI. To enable context-dependent modeling in an
end-to-end manner, we adopt a simple approach where we use
full left biphones (or bichars in the character-based case). This
is implemented as a trivial full biphone tree. This tree is not
pruned at all (and does not do any tying), so there is no need
for alignments and the approach may be considered end-to-end



(in the sense of not requiring any previously trained models).
In other words, we assume a separate HMM model for each
and every possible pair of phonemes (or characters in character-
based conditions). 1 This will create biphones that never occur
in the training data, but they are never activated during training
and the network learns to ignore them.

‒

(a) CTC’s HMM topology (b) 1-state HMM topology

(c) 2-state HMM topology (d) 3-state HMM topology

Figure 1: Different HMM topologies. The state marked with “-”
is CTC’s blank state and is shared across all the labels.

5. Experiments
5.1. Experimental setup

We do most of our experiments on two ASR corpora: Switch-
board [26], and WSJ (Wall Street Journal) [27]. Switchboard
is a database with 300 hours of transcribed speech. We eval-
uate on the Hub5 ’00 set (also known as eval2000). We re-
port word error rates (WER) on the ”switchboard” portion of
eval2000 (indicated as SW) but where stated, we also report
WER on the Callhome subset (indicated as CH). Where stated,
we use the Fisher data for acoustic modeling as well (together
with Switchboard, a total of 2000 hours). For decoding we use
the Fisher+Switchboard training transcriptions to train a 4-gram
word LM (in lexicon-based settings) or a 9-gram character LM
(in lexicon-free settings). WSJ is a database with 80 hours of
transcribed speech. We test on the ”eval92” subset. For lexicon-
based decoding, we use a 3-gram LM trained on the WSJ train-
ing set transcriptions using an extended lexicon as in [4].

For running the experiments, we use Kaldi [28]2. We do
not use i-vectors or other speaker adaptation techniques in any
of the experiments. In all the experiments we use a TDNN-
LSTM structure [14], which has interleaving LSTM [29] and
TDNN layers [30]; please refer to [14] for more details. As in
[13], we use a frame subsampling factor of 3 which speeds up
training by a factor of 2. We also augment the data with 2-fold
speed perturbation in all the experiments [31] unless otherwise
stated.

In all the end-to-end experiments, we use SGD to train the
network (in a single stage, for 4 epochs), on 40-dimensional
MFCC features extracted from 25ms frames every 10ms. The
features are normalized on a per-speaker basis to have zero
mean and unit variance; no other feature normalization or fea-
ture transform is used. The network parameters are initialized
randomly to have zero mean and a small variance. Unlike other
work, we do not perform re-alignments during training.

In regular LF-MMI, all utterances are split into chunks of
150 frames to make GPU computations efficient. However, in

1For example, on WSJ, which has 42 phonemes (including silence),
we will have a total of 43*42*2 = 3612 HMM states (which are not tied)
when using a 2-state HMM topology.

2This toolkit is open-source and the source code related to this study
are available online for reproducing the results.

Table 1: Effect of using different HMM topologies in end-to-end
LF-MMI. 1state means 1-state HMM topology and so on (as in
Figure 1). CT means CTC’s equivalent HMM topology (Figure
1a). These results are without CD modeling.

Phoneme Character
1state 2state 3state CT 1state 2state 3state

Switchboard 11.7 10.7 10.7 14.5 14.2 13.3 13.2
WSJ 3.1 3.1 3.3 5.4 5.3 5.2 5.4

Table 2: Effect of full tree-free biphone/bichar modeling in end-
to-end LF-MMI (EE-LF-MMI).

Switchboard WSJ
Phone Char Phone Char

Regular LF-MMI 9.1 10.4 2.8 3.5
EE-LF-MMI (monophone) 10.7 13.3 3.1 5.2
EE-LF-MMI (full biphone) 9.6 10.9 3.0 4.1
EE-LF-MMI (regular biphone)* 9.3 10.5 2.9 3.7
* This uses regular LF-MMI’s context-dependency tree.

end-to-end LF-MMI, we can’t split the utterances because we
don’t have alignments. Instead, we ensure that all the utterances
are modified to be one of around 30 distinct lengths. When us-
ing speed perturbation, we modify the length of each utterance
to the nearest of the distinct lengths. Otherwise, we can pad
each utterance with silence to reach one of the distinct lengths.

5.2. Phone/Character HMM Topology

One of the advantages of using HMM is that we can poten-
tially improve the alignment learning process by designing the
HMM topology for the phones (or characters). We compare
three topologies as shown in Figure 1{b,c,d} in Table 1, both in
character-based and phoneme-based setups. For the character-
based setup, we also test with CTC’s equivalent HMM topology
(Figure 1a). It can be seen that CTC’s topology performs sim-
ilar to a 1-state HMM. Also a 2-state model performs remark-
ably better than a single state model but a 3-state model does not
significantly outperform the 2-state model. For the rest of the
experiments in this paper, we use the 2-state HMM topology.

5.3. Tree-free full biphone modeling

The first two rows of Table 2 compare monophone end-to-end
LF-MMI results with regular LF-MMI (using regular pruned
biphone tree3) results. We can see there is a large gap between
regular and end-to-end LF-MMI in all cases except in phoneme-
based WSJ which is fairly easier than other tasks. The third row
of Table 2 shows the impact of full CD (i.e. context-dependent)
modeling using biphones/bichars as explained in Section 4.1,
which has helped significantly. In particular, for Switchboard
it has improved the WER by 1.1% in phoneme-based and 2.4%
in character-based setups. This means that in a phoneme-based
setup, end-to-end LF-MMI is only 0.5% worse than regular LF-
MMI on the 300hr Switchboard task and almost the same on
WSJ. For WSJ, there is no improvement in the phoneme-based
setup but the WER has been improved more than 1% in the
character-based setup. For comparison, we also show the re-
sult of using regular LF-MMI’s tree (which is a pruned context-
dependency tree built using HMM-GMM alignments) in our ap-
proach. Note that this is not end-to-end any more. We can see

3Note that with regular LF-MMI, conventional biphone and triphone
trees lead to similar WERs (not shown).



Table 3: Comparison of WER for character-based end-to-end
LF-MMI (EE-LF-MMI) and CTC on the 300hr Switchboard.

Method Parameters Lexicon LM SW CH
CTC [32] 50M N Char NG 19.8 32.1
EE-LF-MMI 26M N Char NG 14.4 25.2
EE-LF-MMI 26M N Char RNN 13.0 23.6
CTC [32] 50M Y Word NG 15.1 26.3
EE-LF-MMI 26M Y Word NG 10.9 20.6
CTC [32] 50M Y Word RNN 14.0 25.3
EE-LF-MMI 26M Y Word RNN 9.3 18.9
EE-LF-MMI no-SP 26M Y Word RNN 10.2 20.0

Table 4: Comparison of WER for character-based end-to-end
LF-MMI (EE-LF-MMI) and related methods on the 2000hr
Fisher+Switchboard task. The last two rows show the phoneme-
based results. no-SP means no speed perturbation. Tot means
on all of eval2000.

Method Params Lex. LM SW CH Tot†
CTC [32] 50M N Char NG 13.8 21.8 17.8
Attention* [33] 100M N N 8.6 17.8 13.2
RNN-T* [33] 120M N N 8.5 16.4 12.5
EE-LF-MMI 26M N Char NG 12.1 21.7 16.9
EE-LF-MMI 26M N Char RNN 12.0 21.9 17.0
CTC [32] 50M Y Word NG 11.3 18.7 15.0
RNN-T* [33] 120M Y Word NG 8.1 17.5 12.8
EE-LF-MMI 26M Y Word NG 9.3 18.6 14.0
EE-LF-MMI no-SP 26M Y Word NG 9.7 19.0 14.4
CTC [32] 50M Y Word RNN 10.2 17.7 14.0
EE-LF-MMI 26M Y Word RNN 8.0 17.6 12.8
Phone CTC [34] – Y Word NG 10.2 16.5 13.3
Phone EE-LF-MMI 26M Y Word NG 8.6 15.5 12.0
Phone EE-LF-MMI 26M Y Word RNN 7.5 14.6 11.0
* These use data augmentation by adding background noise.
† The total eval2000 WER for CTC and Attention is the average
of SW and CH (as it is not reported).

that our simple full CD technique performs almost as well as
common tree-based CD modeling.

5.4. Comparison to other end-to-end approaches

In this section we compare end-to-end LF-MMI with other
end-to-end methods. Tables 3 and 4 show the results on the
300hr Switchboard and 2000hr Fisher+Switchboard tasks re-
spectively, and Table 5 shows the results on WSJ. The charac-
ters we use in character-based modeling are the digits, the let-
ters, apostrophe, and space. We report WER for both lexicon-
based and lexicon-free decoding. In lexicon-free decoding we
decode characters and separate the words by the decoded space
characters. The language models we use for lexicon-free decod-
ing are character n-grams (Char NG) and character RNN-LMs.
We use a 9-gram character LM trained on the training transcrip-
tions.

On the larger 2000hr Fisher+Switchboard, end-to-end LF-
MMI has achieved around 1% improvement (on all of eval2000)
over CTC in the lexicon-free decoding case but the best results
are for RNN-Transducer. When using lexicon-based decod-
ing, character-based end-to-end LF-MMI and RNN-Transducer
achieve the same result (12.8) outperforming CTC (14.0). How-
ever, the best overall results are for the phoneme-based end-to-
end LF-MMI achieving a total WER of 11.0 on eval2000 (7.5 on

Table 5: Comparison of WER for character-based end-to-end
LF-MMI (EE-LF-MMI) and related methods on WSJ.

Method Parameters Lexicon LM WER
Phone CTC [4] – Y Word NG 7.3
Attention [35] 6.6M Y Word NG 6.7
EE-LF-MMI 8.2M Y Word NG 4.1
EE-LF-MMI no-SP 8.2M Y Word NG 5.3
EE-LF-MMI 8.2M N Char NG 5.4

the Switchboard subset). Note that the models used in end-to-
end LF-MMI are considerably smaller. Also note that in train-
ing the attention-based and RNN-Transducer models (which are
substantially larger) [33], data augmentation with background
noise has been applied. For comparison, we have included re-
sults without speed perturbation (no-SP) too. Meanwhile, we
see significant improvements on the smaller 300hr Switchboard
and 80hr WSJ task, in both lexicon-free and lexicon-based de-
coding. Specifically, we see 4 to 5 percent absolute improve-
ment in WER on the 300hr Switchboard task, and 1.4 percent
improvement on WSJ in similar conditions (i.e. no-SP).

5.5. Training and decoding speed

Even though the LF-MMI objective function requires a denom-
inator computation which is nontrivial, the training is quite fast
because we can use considerably smaller models (compared
to other end-to-end models or CD-HMM-DNN models which
use cross-entropy) while achieving better results. For exam-
ple, the training speed of end-to-end LF-MMI on the 2000hr
Fisher+Switchboard task is approximately 2.1 hours of speech
per minute on a GeForce GTX 1080 Ti GPU. The overall data
preparation and feature extraction takes about 20 hours on a 32-
core machine and the overall network training lasts about 3 days
on a machine with 8 GTX 1080 Ti GPUs. The decoding real-
time factor is 0.9 on Switchboard and 0.4 on WSJ (on CPU).

6. Conclusions

In this study, we described a simple HMM-based end-to-end
method for ASR and evaluated it on well-known large vocabu-
lary speech recognition tasks. This acoustic model is all-neural,
GMM-free, tree-free, and is trained in a flat-start manner in
one stage (using lattice-free MMI) without requiring any initial
alignments, pre-training, prior estimation, or transition training.
Through experiments, we showed that our end-to-end method
outperforms other end-to-end methods in similar settings, espe-
cially on smaller databases such as the 300hr Switchboard or
80hr WSJ tasks where the relative improvements in WER range
from 15 to 25 percent. By training our end-to-end model on the
2000hr Fisher+Switchboard database, we achieved a WER of
12.8 on all of eval2000 (8.0 on the Switchboard subset) in the
character-based case, and a WER of 11.0 on all of eval2000 (7.5
on the Switchboard subset) in the phoneme-based setting. We
also showed that by using a full biphone modeling technique,
our approach can perform almost as well as regular LF-MMI
(only 0.5% worse).
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