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ABSTRACT

This paperdescribesanautomatedystemfor assigninggual-
ity scoredo recordedcall centerconversations.The systemcom-
binesspeechecognition patternmatching andmaximumentropy
classificationto rank calls accordingto their measuredyuality.
Callsat both endof the spectrumareflaggedas“interesting”and
madeavailablefor furtherhumanmonitoring. In this processpat-
ternmatchingonthe ASRtranscriptis usedio answemsetof stan-
dardquality controlquestionsuchas“did theagentusecourteous
wordsandphrases$, andto generatex question-basedcore. This
is interpolatedwith the probability of a call being “bad; asde-
terminedby maximumentropy operatingon a setof ASR-derved
featuressuchas“maximumsilencelength” andthe occurrenceof
selectedh-gramword sequencesThe systemis trainedon a set
of callswith associatednanualevaluationforms. We presenpre-
cision andrecall resultsfrom IBM’ s North AmericanHelp Desk
indicatingthat for a given amountof listeningeffort, this system
triplesthe numberof badcallsthatareidentified,over the current
policy of randomlysamplingcalls.

1. INTRODUCTION

Every day, tensof millions of help-deskcalls arerecordedat call

centersaroundtheworld. As partof atypical call centeroperation
a randomsampleof thesecalls is normally re-playedto human
monitorswho scorethe calls with respectto a variety of quality

relatedquestionse.g.

e Wastheaccountuccessfullydentifiedby theagent?

e Did the agentrequesterror codes/messagés help deter
minethe problem?

e Wastheproblemresohed?

e Did theagentmaintainappropriatdone,pitch, volumeand
pace?

This processsuffers from a numberof importantproblems:first,

themonitoringatleastdoublesthecostof eachcall (firstanopera-
tor is paidto take it, thena monitorto evaluateit). This causeshe
secondproblem,which is thatthereforeonly a very small sample
of calls, e.g. a fraction of a percent,is typically evaluated. The
third problemarisesfrom thefactthatmostcallsareordinaryand
uninterestingwith randomsampling,the humanmonitorsspend
mostof theirtime listeningto uninterestingalls.

This paperdescribesanautomatedjuality-monitoringsystem
that addressesheseproblems. Automatic speechrecognitionis
usedto transcribel00% of the calls comingin to a call center
anddefault quality scoresareassignedasedon featuressuchas
key-words, key-phrasesthe numberandtype of hesitationsand
the averagesilencedurations. The default scoreis usedto rank

the calls from worst-to-bestandthis sortedlist is madeavailable
to the humanevaluators,who canthusspendtheir time listening
only to callsfor which thereis somea-priori reasorto expectthat
thereis somethingnteresting.

The automaticquality-monitoring problem s interestingin
partbecausef thevariability in how hardit is to answertheques-
tions. Somequestionsfor example,“Did theagentusecourteous
words and phrases?”arerelatively straightforvard to answerby
looking for key wordsand phrases.Others,however, requirees-
sentiallyhuman-leel knonvledgeto answerfor exampleonecom-
pary’s monitorsare asked to answerthe question‘Did the agent
take ownershipof the problem?” Our work focuseson calls from
IBM’ sNorth Americancall centersyherethereis asetof 31 ques-
tionsthatareusedto evaluatecall-quality Becausef thehighde-
greeof variability found in thesecalls, we have investigatedwo
approaches:

1. Usea partial scorebasedonly on the subsetof questions
thatcanbereliably answered.

2. Use a maximum entropy classifierto map directly from
ASR-generatefeatureso the probabilitythata call is bad
(definedasbelongingto the bottom20% of calls).

We have foundthatbothapproacheareworkable,andwe present
final resultsbasedon an interpolationbetweenthe two scores.
Theseresultsindicatethat for a fixed amountof listening effort,

the numberof bad calls that are identified approximatelytriples
with our call-rankingapproachSurprisingly while therehasbeen
significantprevious scholarlyresearchin automateccall-routing
andclassificationin the call center, e.g. [1, 2, 3, 4, 5], therehas
beenmuchlessin automatedjuality monitoringperse.

2. ASR FOR CALL CENTER TRANSCRIPTION

2.1. Data

The speechrecognitionsystemswere trained on approximately
300hoursof 6kHz, monoaudiodatacollectedat oneof the IBM
call centerdocatedin Raleigh,NC. Theaudiowasmanuallytran-
scribedandspealer turnswereexplicitly markedin theword tran-
scriptions but not the correspondingimes. In order to detect
speakr changedn the training data, we did a forced-alignment
of thedataandchoppedt at spealkr boundaries.

The test set consistsof 50 calls with 113 speakrs totaling
about3 hoursof speech.

2.2. Speaker Independent System

The raw acousticfeaturesusedfor segmentationand recognition
are perceptualinear prediction (PLP) features. For the spealker



Sgymentation/clustering  Adaptation WER
Manual Off-line 30.2%
Manual Incremental | 31.3%
Manual No Adaptation | 35.9%

Automatic Off-line 33.0%
Automatic Incremental | 35.1%

Table 1. ASR resultsdependingon segmentation/clusteringnd
adaptatiortype.

Accuray | Top20% | Bottom20%
Random 20% 20%
QA 41% 30%

Table 2. Accurag for the QuestionAnsweringsystem.

independensystem,the featuresare mean-normalizean a per

speakr basis. Every 9 consecutie 13-dimensionaPLP frames

are concatenatedand projecteddown to 40 dimensionsusing

LDA+MLLT. The S| acousticmodel consistsof 50K Gaussians
trainedwith MPE andusesa quinphonecross-vord acousticcon-

text. Thetechniquesrethe sameasthosedescribedn [6].

2.3. Incremental Speaker Adaptation

In the context of speakr-adaptve training, we use two forms
of feature-spac@ormalization: vocal tract length normalization
(VTLN) andfeature-spac®ILLR (fMLLR, alsoknown ascon-
strainedMLLR) to producecanonicalacousticmodelsin which
someof the non-linguisticsourceof speechvariability have been
reducedTo this canonicafeaturespacewe thenapplyadiscrim-
inatively trainedtransformcalledfMPE [7]. The speakr adapted
recognitionmodelis trainedin this resultingfeaturespaceusing
MPE.

We distinguishbetweertwo forms of adaptationoff-line and
incrementaladaptation. For the former, the transformationsare
computedper conversation-sidausingthe full outputof a speakr
independensystem.For thelatter, thetransformationareupdated
incrementallyusingthedecodedutputof thespealkradaptedys-
tem up to the currenttime. The spealkr adaptve transformsare
thenappliedto thefuture sentencesTheadwantageof incremental
adaptationis thatit only requiresa single decodingpass(as op-
posedo two passesor off-line adaptationyesultingin adecoding
processwhich is twice asfast. In Table 1, we comparethe per
formanceof the two approachesMost of the gain of full offline
adaptatioris retainedn theincrementalersion.

2.3.1. Segmentation and Speaker Clustering

We usean HMM-basedsegmentationprocedurefor segmenting
the audiointo speechandnon-speecliprior to decoding.Therea-
sonis thatwe wantto eliminatethe non-speecisegmentsin order
to reducethe computationaload during recognition. The speech
segmentsareclusteredogethelin orderto identify sgmentscom-
ing from the samespealer which s crucialfor spealkr adaptation.
The clusteringis donevia k-meansgachsegmentbeingmodeled
by a singlediagonalcovarianceGaussianThe metricis given by
the symmetricK-L divergencebetweentwo Gaussians.The im-

Accuray | Top20% | Bottom20%
Random 20% 20%
ME 49% 36%

Table 3. Accurag for the Maximum Entropy system.

Accuray | Top20% | Bottom20%
Random 20% 20%
ME + QA 53% 44%

Table 4. Accurag for thecombinedsystem.

pactof theautomaticsggmentatiorandclusteringon theerrorrate
is indicatedin Tablel.

3. CALL RANKING

3.1. Question Answering

This section presentsautomatedtechniquesfor evaluating call
quality ~ These techniqgueswere developed using a train-
ing/developmentset of 676 calls with associatednanually gen-
eratedquality evaluations.Thetestsetconsistsof 195calls.

Thequality of the serviceprovided by the help-deskepresen-
tativesis commonlyassessely having humanmonitorslistento
arandomsampleof thecallsandthenfill in evaluationforms. The
form for IBM’ s North AmericanHelp Deskcontains31 questions.
A subsebf the questioncanbe answeredasilyusingautomatic
methodsamongthosethe onesthatcheckthatthe agentfollowed
theguidelinese.g.

e Did theagentfollow theappropriateclosingscript?
e Did theagentidentify herselfto the customer?

But someof the questiongequirehuman-leel knovledgeof the
world to answere.g.

e Did the agentaskpertinentquestiongo gain clarity of the
problem?

e Wereall availableresourcesisedto solve the problem?

We were able to answer21 out of the 31 questionsusing pat-
tern matchingtechniques. For example, if the questionis “Did

the agentfollow the appropriateclosing script?”, we searchfor
“THANK YOU FOR CALLING”, “ANYTHING ELSE” and
“SERVICE REQUEST". Any of theseis a goodpartial matchfor
thefull script,“Thankyou for calling, is therearnything elsel can
help you with beforeclosingthis servicerequest?’Basedon the
answerto eachof the 21 questionswe computea scorefor each
call anduseit to rankthem.We labelacall in thetestsetasbeing
bad/good if it hasbeenplacedin the bottom/top20% by human
evaluators. We reportthe accurag of our scoringsystemon the
testsetby computingthe numberof bad calls that occurin the
bottom20% of our sortedlist andthe numberof good callsfound
in thetop 20% of our list. Theaccuray numberscanbefoundin

Table2.

3.2. Maximum Entropy Ranking

Anotheralternatve for scoringcallsis to find arbitraryfeaturesn
the speechrecognitionoutputthat correlatewith the outcomeof a
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Fig. 1. Displayof selectectalls.

call beingin the bottom20% or not. The goalis to estimatethe
probability of a call beingbad basedon featuresextractedfrom

the automatictranscription.To achieve this we build a maximum
entrofy basedsystemwhich is trainedon a setof callswith asso-
ciatedtranscriptionsandmanualevaluations.Thefollowing equa-
tion is usedto determinethe scoreof a call C' usinga setof NV

predefinedeatures:

N
P(class/C) = %exp(z Xifi(class, C)) 1)
i=1

i=

whereclass € {bad, not — bad}, Z is anormalizingfactor f;()
areindicatorfunctionsand{\; }{;—1,~} arethe parametersf the
modelestimatedvia iterative scaling[8].

Dueto thefactthatour training setcontainedunder700calls,
we useda hand-guidedmethodfor defining features. Specifi-
cally, we generatedh list of VIP phrasesas candidatefeatures,
e.g. “THANK YOU FOR CALLING”, and“HELP YOU". We
alsocreatech pool of genericASR featuresg.g. “numberof hes-
itations”, “total silenceduration”, and“longestsilenceduration”.
A decisiontreewasthenusedto selectthe mostrelevantfeatures
andthethresholdassociatewvith eachfeature.Thefinal setof fea-
turescontained genericfeaturesand25 VIP phraseslf wetakea
look attheweightslearnedor differentfeaturesye canseethatif
a call hasmary hesitationsandlong silencegshenmostlikely the
callis bad.

We useP(bad|C) asshavn in Equationl to rankall thecalls.
Table 3 shavs the accurag of this systemfor the bottomandtop
20%of thetestcalls.

At this point we have two scoringmechanismgor eachcall:
onethat relies on answeringa fixed numberof evaluationques-
tions and a more global one that looks acrossthe entire call for
hints. Thesetwo scoresare both between0 and 1, andtherefore
canbeinterpolatedo generat@neuniquescore.After optimizing
the interpolationweightson a held-outsetwe obtaineda slightly
higher weight (0.6) for the maximumentrogy model. It canbe
seenin Table4 thattheaccuray of thecombinedsystemis greater
thatthe accurag of eachindividual system suggestinghe com-
plementarityof thetwo initial systems.
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Fig. 2. Interfaceto listento audioandupdatethe evaluationform.

4. END-TO-END SYSTEM PERFORMANCE

4.1. User Interface

This sectiondescribeghe userinterfaceof the automatedjuality

monitoring application. As explainedin Section 1, the evalua-

tor scorescalls with respectto a setof quality-relatedquestions
after listeningto the calls. To aid this processthe userinterface

providesan efficient mechanisnfor the humanevaluatorto select
calls,e.g.

e All callsfrom aspecificagentsortedby score

e Thetop 20%or thebottom20% of the callsfrom a specific
agentranked by score

e Thetop 20%or the bottom20% of all callsfrom all agents

The automatedjuality monitoring userinterfaceis a J2EEweb
applicationthat is supportedby back-enddatabasesind content
managemensystems' The displayedlist of calls providesa link

to the audio, the automaticallyfilled evaluationform, the overall

scorefor this call, the agents name,sener location, call id, date
anddurationof the call (seeFigure 1). This interfacenow gives
the agentthe ability to listen to interestingcalls and updatethe
answerdn the evaluationform if necessaryaudioandevaluation
formillustratedin 2). In addition,thisinterfaceprovidesthe eval-

uatorwith the ability to view summarystatistics(averagescore)
andadditionalinformationaboutthe quality of the calls.

4.2, Precision and Recall

This section presentsprecision and recall numbersfor the
identificationof “bad” calls. Thetestsetconsistf 195 callsthat
weremanuallyevaluatedby call centerpersonnelBasedon these
manualscoresthe calls wereorderedby quality, andthe bottom
20% were deemedo be “bad? To retrieve calls for monitoring,
we sortthecallsbasednthe automaticallyassignedjuality score
andreturntheworst. In our summaryfigures,precisionandrecall
are plotted as a function of the numberof calls that are selected
for monitoring. This is importantbecausen reality only a small
numberof callscanreceve humanattention.Precisionis theratio

1In our casethebaclendconsistsof DB2 andIBM’ s Webspherénfor-
mationIntegratorfor Contentandthe applicationis hostedon Websphere
5.1)
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Fig. 4. Recallfor thebottom20%of thecalls.

of badcallsretrieved to the total numberof calls monitored,and
recallis theratio of the numberof bad calls retrieved to the total
numberof badcallsin thetestset. Threecurvesareshovn in each
plot: the actually obsered performanceperformanceof random
selection,and oracle or ideal performance. Oracle performance
shavs what would happenif a perfectautomaticorderingof the
callswasachieved.

Figure 3 shavs precisionperformance. We seethat in the
monitoring regime where only a small fraction of the calls are
monitored,we achieve over 60% precision. (Further if 20% of
thecallsaremonitored we still attainover 40%precision.)

Figure4 shavs therecall performanceln the regime of low-
volume monitoring, the recall is midway betweenwhat could be

achievedwith anoracle,andtheperformancef random-selection.

Figure5 shavs theratio of thenumberof badcallsfoundwith
ourautomatedankingto thenumberfoundwith randomselection.
This indicatesthatin the low-monitoring regime, our automated
techniguetriplesefficiengy.

4.3. Human vs. Computer Rankings

As a final measureof performance,in Figure 6 we presenta
scatterplotcomparinghumanto computerrankings. We do not
have callsthatarescoredby two humanssowe cannotpresenia
human-humascatterplofor comparison.

5. CONCLUSION

This paperhaspresentedan automatedsystemfor quality moni-
toring in the call center We proposea combinationof maximum-
entropy classificatiorbasedn ASR-dervedfeaturesandquestion
answeringbasedon simple pattern-matchingThe systemcanei-
ther be usedto replacehumanmonitors,or to make them more

o 20 40 60 80 100

Fig. 5. Ratioof badcallsfoundwith QTM to Randomselectioras
afunctionof thenumberof badcallsretrieved.

Fig. 6. Scattemplot of Humanvs. ComputerRank.

efficient. Our resultsshaw thatwe cantriple the efficiengy of hu-
manmonitorsin the senseof identifying threetimesasmary bad
callsfor the sameamountof listeningeffort.
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